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We derive a cluster expansion for the electric susceptibility kernel of a dielectric 
suspension of spherically symmetric inclusions in a uniform background. This 
also leads to a cluster expansion for the effective dielectric constant. It is shown 
that the cluster integrals of any order are absolutely convergent, so that the 
dielectric constant is well defined and independent of the shape of the sample in 
the limit of a large system. We compare with virial expansions derived earlier in 
statistical mechanics for the dielectric constant of a nonpolar gas. In these 
expansions the virial coefficients are given by integrals which are only condition- 
ally convergent. 
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1. INTRODUCTION 

This will be the first in a series of papers on the problem of finding the 
effective dielectric constant of a system of nonoverlapping spherically 
symmetric polarizable inclusions statistically distributed in an otherwise 
homogeneous medium. The problem can equivalently be formulated for the 
effective magnetic permeability of a paramagnetic material, or for the 
effective heat conductivity or electrical conductivity of a medium with 
similar inclusions. We use the dielectric formulation because it allows a 
clear intuitive picture. The problem is a relatively simple one in a range of 
problems concerned with the effective transport properties of heteroge- 
neous continuous media, for example the effective viscosity of a fluid 
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suspension or the effective elastic constants of a solid suspension. Some 
excellent reviews of the subject have appeared recently. r For earlier 
work on dielectrics we refer to the review by Brown/5) 

The dielectric problem is equivalent on the microscopic level to that of 
finding the dielectric constant of a system of nonpolar molecules in thermal 
equilibrium, the molecules playing the role of the inclusions. This problem 
has been extensively studied in equilibrium statistical mechanics, usually 
neglecting all but dipolar interactions between the molecules. In early work 
by Kirkwood ~6) and Yvon ~7) the Clausius-Mossotti function ( c * - 1 )  
/ ( r  2), where E* is the effective dielectric constant, was expanded in 
powers of the polarizability of the particles. This must be regarded as a 
weak-coupling expansion. In later theories ~8' 9) this function was expanded 
in powers of the density fluctuations, but these are also weak-coupling 
expansions. Buckingham and Pople r176 were the first to expand the 
Clausius-Mossotti function in powers of density. This expansion is called 
the dielectric virial expansion in analogy to the virial expansion for the 
pressure. It is a strong-coupling expansion, since the dielectric response of 
individual molecules is not treated in perturbation theory. It was shown by 
Hill, (11) Kaufman and Watson, (12) and by Isihara (13' t4) how such a virial 
expansion can be obtained from the usual cluster expansions for the 
thermodynamic properties of a fluid in the presence of an external field. 
We shall show in this article, however, that such virial expansions, while in 
principle correct, are inherently unsatisfactory, since the cluster integrals 
which appear are not absolutely convergent. The existence of e* in equilib- 
rium statistical mechanics and in dipole approximation was shown by 
Wertheim (15) by means of a graphical analysis, following earlier work by 
Ramshaw.(l 6) 

The difficulty with these equilibrium statistical mechanical methods is 
that they always involve formation of the partition function for a system in 
a given external applied field Eo(r ). By appropriate (functional) differenti- 
ation one then gets an expression for (P(r)), the average polarization in the 
medium, in terms of Eo(r ). But, as is well known from macroscopic 
electrostatics, this expression is necessarily very nonlocal and in particular 
depends upon the shape of the sample. It is this shape dependence which 
leads to the conditional convergence of the various cluster integrals. It is 
clear, however, that what is wanted is the relation between (P(r)) and 
(E(r)), the average electric field within the sample. This relation should be 
local in character and shape independent, but is not easy to get out of the 
theory. 

The method we use to get the relation between (P )  and (E)  is based 
on that outlined in a study by one of us (G.W.F.) on a time-dependent 
formulation of multiple scattering in disordered systems. (17~ That method 
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was based in turn on a related method introduced by another of us 
(E.G.D.C.) in connection with the derivation of the Boltzmann equation for 
moderately dense gases. (~8~ The strategy of the method as applied to the 
dielectric problem is as follows. We express the electric field in the presence 
of a fixed configuration of inclusions as a formal operator acting on a 
general applied field E0(r ) and then average over the configurations of the 
inclusions to get an expression for (E) .  In the same way we obtain an 
expression for (P) ,  again expressed as the configuration average of a 
formal operator acting on E 0. We then use cluster expansions to eliminate 
E 0 to obtain the desired relation between ( P )  and (E) .  

We have been anticipated in this treatment of the problem by Finkel'- 
berg, (19) who in a short paper sketched what is essentially the above 
method but gave very few details. In a later paper he gave an explicit 
expression for the second order term in E*, (2~ but in a slightly different 
form from ours since he assumed a uniform applied field. The same 
expression for the second-order term was found by Jeffrey, (21) who used a 
method due to Batchelor to make the integral absolutely convergent. (22) 
The equivalence of our form for the second-order term and theirs will be 
shown in a following article devoted to the explicit calculation of that term. 
Jeffrey has also extended Batchelor's method to higher order, (23~ but his 
discussion is marred by the fact that an essential relation he uses, the 
identification of the average field (E )  and the applied field E0, is clearly 
incorrect. Nevertheless, the expansion he obtains is very close to ours, as we 
shall show in detail in a later article. 

In Section 2 we formulate the basic equations for the dielectric 
problem. In Section 3 we write down cluster expansions for the average 
polarization and the average field. By elimination of the external field we 
find the cluster expansion for the electrical susceptibility kernel. In Section 
4 we introduce the binary collision expansion which we use to discuss the 
cluster properties of the operators which appear in the cluster integrals. In 
Section 5 we rearrange the integrands of the cluster integrals, expressing 
them as a sum of terms, each containing a product of a so-called block 
distribution function and a chain operator. This rearrangement is used in 
Section 6 where we prove the absolute convergence of each of these terms. 
In Section 7 we discuss the cluster expansion of the effective dielectric 
constant. In Section 8 we compare our results with those obtained from the 
usual virial expansions of statistical mechanics. 

2. FORMULATION OF THE PROBLEM 

Our aim is to determine the effective dielectric properties of a medium 
with a locally varying dielectric constant e(r). Specifically, we assume e(r) is 
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uniform and equal to a constant E l except within a set of N nonoverlapping 
spherical inclusions. The inclusions are identical, each of radius a and 
characterized by a spherically symmetric dielectric constant. For a fixed 
configuration of inclusions in which they are centered at Rl, R 2 . . . .  , RN, 
the dielectric constant at a field point r is then 

C [r-- Rj[ > a, j - - 1  . . . . .  N 

..... N; r) =  (Ir- l jl), - a:-I < 
(2.1) 

Here we have introduced a shorthand notation in which we indicate only 
the labels of the coordinates specifying the configuration. This notation will 
be used throughout this paper. The basic equations for the electric field E 
and the dielectric displacement D are Maxwell's electrostatic equations: 

div D = 4~rp0, curl E = 0, D - eE (2.2) 

where P0 = Po(r) is a fixed charge distribution, independent of the configu- 
ration of the inclusions, which is the source of the fields. 

The applied electric field E 0 ---E0(r ) is the solution of the equations 
(2.2) with e a uniform dielectric constant e 1 . The electric field E(1 . . . . .  N)  
= E(1 . . . .  , N; r) in the presence of a fixed configuration of N inclusions is 
the solution of the equations (2.2) with the same charge distribution 00 but 
with dielectric constant �9 given by (2.1). Because of the linearity of the 
electrostatic equations the field E(1 . . . . .  N)  in the presence of the inclu- 
sions and the applied field are linearly related, 

E(1, .  o . ,  N; r) = f dr'K(r, r'; 1 . . . . .  N ) .  E0(r' ) (2.3) 

or, in a still shorter notation, 

E(1 . . . .  , N )  --= K(1 . . . . .  U ) .  E 0 (2.4) 

We emphasize that the meaning of this formal operator K(I . . . . .  N)  is no 
more than that E(1 . . . . .  N)  is the solution of the electrostatic equations in 
the presence of a fixed configuration of inclusions, while E 0 is the solution 
of these equations with the same source in the absence of inclusions. 

The dielectric displacement in the presence of a fixed configuration of 
inclusions is 

D ( 1 , . . . ,  N )  = e(1 . . . .  , N ) E ( I , . . . ,  N )  (2.5) 

We also introduce the induced polarization, relative to the medium in the 
absence of inclusions, via the relation 

D(1 . . . . .  N )  = r . . . . .  N )  + 4~rP(1 . . . . .  N )  (2.6) 

Using (2.5) and (2.4) we can then write 

P(1 . . . . .  N )  = X(1 . . . . .  N)K(1 . . . . .  U ) .  E 0 (2.7) 
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where 

e(1, . . . , N)  - s  

X(1 . . . . .  N)  = 4~r (2.8) 

is the relative dielectric susceptibility. Clearly X and, therefore, P, vanish 
except within the inclusions. It should also be intuitively clear that the 
induced polarization depends only upon the field E0(r ) within the inclu- 
sions. 

The inclusions are randomly distributed as described by a probability 
distribution W(1 . . . . .  N), such that W(1 . . . . .  N ) d R 1 . . .  dR N is the 
probability of finding a configuration in which inclusion 1 is centered in 
volume dR 1 about R 1 . . . . .  and inclusion N is centered in volume dR:: 
about R,v. The distribution is assumed normalized to unity and symmetric 
in the labels 1 . . . . .  N. The partial distribution functions 

N! f �9 . .  f , t R s +  dRu W(1, N)  (2.9) n(l . . . . .  s )  j ' " "  . . . .  

give the probability of finding a configuration of s inclusions whatever the 
configuration of the remaining N - s inclusions. Thus n(1) is the density of 
inclusions, n(1, 2) is the distribution of pairs of inclusions, etc. The assump- 
tion that the inclusions do not overlap means that 

W(1, . . . ,  N)  = 0 if ]Rj - Rk] < 2a (2.10) 

for any pair of labels j ,  k. This in turn implies the same property for the 
partial distribution functions 

n ( 1 , . . . , s ) = O  if IR j - -Rk l<2a  (2.11) 

for any pair of labels j ,  k such that 1 ~< j < k -<< s. 
The average electric field in the presence of the inclusions is 

( E } = f . . .  f d R , . . ,  dRu W(1 . . . . .  N)E(1 . . . . .  N) (2.12) 

This configuration-averaged field will in general still be position dependent, 
the field E(1 . . . .  , N ) =  E(1 . . . . .  N; r) depends upon the position r and 
the configuration of inclusions. In the same way we introduce the average 
dielectric displacement and the average polarization 

<o> =f.-.  fdR1. �9 �9 dRjv W(1 . . . . .  N)D(1 . . . . .  N)  
(2.13) 

( P ) = J ' ' - J d R , . . . d R N W ( 1  . . . . .  N)P(1 . . . .  , N )  

These average fields will be related via the average of (2.6), 

(D)  = q ( E )  + 4~r(P) (2.14) 
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The dielectric properties of the average medium in the presence of 
inclusions are characterized by the relation between (D)  and (E)  or, 
equivalently, the relation between (P )  and (E). Because of the linearity of 
the basic equations, this relation will be linear: 

(P )  = X. (E)  (2.15) 

The electrical susceptibility operator X will in general be nonlocal, so the 
relation (2.15) can be expressed, exhibiting explicitly the vector indices 
(j, k) and field dependences (r, r'), in the form 

3 
<Pj(r)) = E f dr' Xjk(r, r')<Ek(r')) (2.16) 

k=l 
In the next section we use cluster expansions of the operator K(1 . . . . .  N) 
to obtain an explicit formal expression for the susceptibility operator X. 

3. CLUSTER EXPANSION 

Inserting the formal expression (2.4) in the definition (2.12) of the 
average electric field, we obtain 

( E ) = f - ' .  f dR , . . . dRNW(I  . . . .  , N ) K ( 1 , . . . , N ) . E  o (3.1) 

Similarly, inserting (2.7) in the definition (2.13) of the average polarization, 
we get 

<P> = ; . . .  f d R l . . ,  d R  N W(1 . . . . .  N ) X ( 1 , . . . ,  N)K(1 . . . . .  N ) ' E  o 

(3.2) 
But for nonoverlapping inclusions, using the definitions (2.8) and (2.1), the 
susceptibility can be written 

N 
X(1 . . . . .  N)  = ~ x(j) (3.3) 

j=l 
where x(j) is the susceptibility in the presence of a single inclusion centered 
at Rj. Putting this in (3.2) and using the symmetry of W(1 . . . . .  N) and 
K(1 . . . . .  N) under interchange of the labels, we see that each term in the 
sum gives the same contribution, so we obtain 

(P)  = Nf... f d R l . . ,  dR N W(1 . . . . .  N)X(1)K(1 . . . . .  N)"  E 0 (3.4) 

Our goal is to eliminate the applied field E 0 between this expression and the 
expression (3.1) for (E)  to obtain a linear relation of the form (2.15) 
between the averages (P )  and (E). We do this by first introducing cluster 
expansions of K(1, . . . , N) and X(1)K(1 . . . .  , N) in the relations (3.1) and 
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(3.4) expressing (E)  and (P )  in terms of E 0. These relations then become 
expansions with their terms ordered according to the number of inclusions 
involved. We then eliminate E 0 between the two series to obtain the relation 
between (P )  and (E)  again in the form of a series ordered according to the 
number of inclusions�9 

In the case of the expression (3.1) for (E)  we introduce cluster 
operators I defined successively as follows: 

K(O) = L(O) = 1 

K(1) = L(1) + L(O) (3.5) 

K(1,2) = L(1,2) + L(1) + L(2) + L(O) 

. .  �9 etc. 
Here 0 denotes the empty se t ,  s o  K(O)  is  the identity 1. The general rule is  

K(%)= N L(97.) (3.6) 

where % is a set of inclusion labels and the sum is over all subsets of %. 
The inverse of this rule is 

L(%)= ~2 (--1)N-MK(~C) (3.7) 
~c~C 

where N and M are, respectively, the number of labels in % and sJYC. 
Inserting (3.6) in (3.1), remembering that the number of subsets of s objects 
out of N objects is [ N ! / ( N  - s)!s!] ,  and using the definition (2.9) of the 
partial distribution functions, we obtain 

N 

( E ) =  ~ l f . . .  f d R 1 . . . d R s n ( 1  . . . . .  s)L(1 . . . . .  s ) . E  0 (3.8) 
s = 0  �9 

In the case of the expression (3.4) for (P )  the label 1 is singled out, so 
we introduce what we term rooted cluster operators M defined successively 
as follows: 

X(1)K(1) = M(1) 

X(1)K(1,2) = M(1; 2) + M(1) (3.9) 

X(1)K(1, 2, 3) = M(1; 2,3) + M(1;2) + M(1; 3) + M(I)  

� 9  etc. 
The general rule is 

X(1)K(1,%) = 2 M(l;~ (3.10) 
o3rc c ~3z 

where % is a set of labels not including the label 1 and the sum is over all 
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subsets of %. The inverse of this rule is 

M(1;%)=X(1 ) ~ (-1)N-/K(1,~qL) (3.tl) 

Putting the expansion (3.10) in (3.4), we obtain 
N 

(P)  = s=lE (s 1 1)! f ' ' "  f dR 1 . . . . . . . . . . . .  dRsn(1, s)M(l" 2, s)" E o 

(3.12) 

which is the expansion of the average polarization. 
We next eliminate E o between the series (3.8) and (3.12). The structure 

of the result is perhaps seen most clearly if we do this explicitly for the first 
few terms in the series. We will then state the general result. The first few 
terms in (3.8) are 

(E) = E o + f dR, n(1)L(1). E o + I f f  dRldR2n(1,2)k(1,2) " Eo + . . .  

(3.13) 

Solving by iteration for E o, we find 

E o = ( E )  - f dR,  n ( 1 ) k ( 1 ) ( E )  

1 - f f aR, a 2[ n(1, 2 ) 1 ( 1 , 2 )  - 2n(1)n(2)l_(i). 1_(2) 1" ( E )  + . . .  

(3.14) 
The first few terms in (3.12) are 

( e )  = f dR, n(1)M(1)- E o + f f  dR, dR2n(1,2)M(l;2). E o 

+ I fffdRldR2dR3n(1,2,3)M(1;2,3). Eo + . . .  (3.15) 

Inserting (3.14) into (3.15), we get the first few terms in the relation between 
(P)  and (E), 

(P)  = .f  dR 1 n(1)M(1) �9 (E) 

+ f f dR, dR2[ n(1, 2)M(l; 2) - n(1)n(2)M(1) �9 k(2) ]-  (E) 

+�89 
x [n(1,2,3)M(1; 2, 3) - 2n(l,2)n(3)M(1; 2) .k(3)  

- n(1)n (2, 3)M(1) �9 L(2, 3) 

+2n(1)n(2)n(3)M(1). 1_(2). k(3)] �9 (E) + . - .  (3.16) 
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The general relation is 
oo 

( P )  = ~ (s -1 1 ) ! . ,  (" " '"  f dRl " "" H R s E  ( -  l ) k - l? l (B1)~(B1)  
�9 =1 (B) 

�9 n (B2)L(B2) . . .  n (B~)L(B k )-  (E )  (3.17) 

where in the sth term the sum ~(~)  in the integrand is over all ordered 
partitions of the labels 1 . . . . .  s into disjoint subsets with the condition that 
the label 1 be in the first subset. Within the sum, k = k ( B )  is the number of 
subsets in the partition (B), and B 1 is the first subset, B 2 the second . . . . .  
and B~ the kth. We represent a partition into k disjoint (i.e., with no label 
in common) subsets by (B) = (Bl I B21 �9 �9 �9 IBm) with slashes indicating the 
partitioning. Thus, for example, within the three-inclusion integral of (3.16) 
the second term corresponds to the two partitions (1,213) and (1,312) 
while the last term corresponds to (11213) and (11312). Note that the ordering 
of the partition refers to the order of the subsets, within a subset the labels 
other than the label 1 are not ordered, although we generally write them in 
ascending order as a convention. The upper limit in the first summation in 
(3.17) is infinite; for a finite number N of inclusions the partial distribution 
function n(1 . . . . .  s) defined by (2.8) vanishes for s > N. 

Comparing (3.17) with (2.15) we have a cluster expansion for the 
electric susceptibility operator X, ordered according to the number of 
particles involved in each term, 

1 X~ (3.18) 
X = s = l  (S - 1)! 

where 4 

X~ = f " " " f d R ,  . . . d R ~ X  ( -  I ) k - ' n ( B , ) M ( B ] )  " ' "  n ( B k ) l - ( B k )  
(B) 

(3.19) 

We conclude this section with a number of comments on the expan- 
sion (3.18). 

(1) The expansion is according to the number of inclusions. However, 
when the density n of inclusions is small we expect in general that 
n(1 . . . .  , r ) ~  n r, SO X s OC n s. In this sense (3.18) may be viewed as a 
density expansion. 

(2) So far our results are exact for any finite number N of inclusions. 
In order to justify a statistical treatment we must envisage the thermody- 
namic limit, in which N and the volume f~ of the sample grow beyond 

4 We remark that if the integrals in the sth terms of (3.8) and (3.12) are considered as 
generalized moments of the L(1,. . . ,  s) and M(I; . . .  s) operators then X s is a generalized 
ordered cumulant, in accordance with the definition by van Kampen. (24, 25) 
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bounds such that 

n = lim (N/~2) (3.20) 
N-->  oo 
~---~ oo 

is the (constant) density of inclusions. One expects that in this limit the 
susceptibility operator X, or, equivalently, the relation (3.17), exists and is 
independent of the shape of ~2. This is in accord with our intuition, and the 
well-accepted notions of macroscopic electrostatics, that the relations be- 
tween the average fields must be localized. On the other hand, it follows 
from these same macroscopic considerations that the relations (3.8) and 
(3.12) between the average fields and the applied field E o do depend upon 
the shape of the confining volume ~. Consider, for example, a volume ~2 
which is ellipsoidal in shape and an applied electric field E 0 which is 
uniform (supplied by a charge distribution P0 outside ~). From macroscopic 
electrostatics it is known that the average polarization (P )  and the average 
electric field (E)  inside the ellipsoid will also be uniform and proportional 
to E 0, but the proportionality is determined by the depolarization tensor for 
the ellipsoid and is therefore shape dependent. (26) The shape dependence of 
the relations between the average fields and the applied field is reflected in 
the conditional convergence of the integrals appearing in the sth term of 
(3.8) and (3.12): the integrands do not fall off sufficiently fast at large 
separations of the inclusion centers so that the shape of the bounding 
surface may be neglected. The expected shape independence of the suscep- 
tibility relation should in turn be reflected in the absolute convergence of 
the integrals in X s. It is one of our main objects to provide a careful proof 
of this fact, which we do in the following sections. 

(3) The term s = 1 in the expansion (3.18) is familiar, If we consider 
the spatially uniform case, with uniform average field (E)  and a uniform 
density n of inclusions, then we can write 

X~. (E) = f dl~ n(1)M(1) �9 (E)  

= nf  arM(l). <E> (3.21) 

where in the first line the integral is over the position of the inclusion center 
R 1 with fixed field point r and in the second line the integral is over the 
field point with fixed position of the inclusion center. But from the 
definitions (3.9) of M(1) and (2.4) of K, we see that M(1). <E) is the 
polarization (dipole moment per unit volume) induced in the inclusion 
placed in field (E). The integral in the second line is therefore the induced 
dipole moment in the inclusion, which is customarily written as the dipole 
polarizability a times (E). Hence, in this spatially uniform case, 

X 1 �9 ( E )  = n a ( E )  (3.22) 
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or, if the density n of inclusions is low enough so that the series (3.18) can 
be approximated by its first term, 

(P> ~ nc~(E) (3.23) 

which is the familiar relation between polarization and electric field in a 
medium with a (low) density n of inclusions of polarizability a. In the 
following publication we will use the series (3.18) to compute corrections to 
(3.23) in the form of an expansion in powers of the density of inclusions. 

(4) It might be useful to point out the formal structural similarity 
between the series (3.8) and (3.12) for the average electric field and the 
average polarization and the familiar expansions of the pressure and 
density of a nonideal gas in powers of the fugacity. (27) The elimination of 
the applied field corresponds in the gas case to the elimination of the 
fugacity to obtain the virial expansion of the pressure in powers of the 
density, which is similar in structure to the series (3.17) for the susceptibility 
relation. In the gas case the coefficients of the fugacity series are integrals 
over connected cluster functions, for which convergence is not a problem 
since one always assumes the intermolecular potential falls off faster than 
the inverse cube of the distance for large separations. But ours is just this 
marginal case (dipole electric fields fall off as the inverse cube of the 
distance) which is the reason for the problem of conditional convergence of 
the integrals in (3.8) and (3.12). Again in the gas case, the coefficients of the 
virial series are integrals over irreducible cluster functions, with improved 
convergence. In our case a corresponding irreducible cluster property of the 
integrand in (3.19) leads to the absolute convergence of the integral. 

4. BINARY COLLISION EXPANSION 

In this section we derive expansions for the operator K(~) and the 
cluster operators L(~Y'c) and M ( ~ )  in terms of the repeated action of the 
operator M(1) for a single inclusion. Thus the many-inclusion operators are 
expressed in terms of the (repeated) effects of single isolated inclusions. We 
will use these expansions to make asymptotic estimates of the cluster 
operators corresponding to configurations with widely separated inclusions. 
More important, we will use these expansions in Section 6 to characterize 
the irreducible cluster property leading to the absolute convergence of the 
integral (3.19). 

We begin with the expression (2.7) for the induced polarization in the 
presence of a fixed configuration of inclusions. Using (3.3) we can write 

P(%) = ~ x(j)K(GEC) �9 E o (4.1) 
j ~ o2- c 

where ~ is the set of inclusion labels and the sum is over all the labels in 
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%. This polarization is the source for the induced electric field due to the 
presence of the inclusions. Since the total electric field E(%) is the sum of 
the applied field and the induced field, we can write 

E(%) = E o + Go "e(%) (4.2) 

where Go is Green's function for the electric field due to a given polariza- 
tion field in a uniform medium with dielectric constant c 1. The explicit 
form for Go acting on a given vector field V(r) is 

4~r V(r) + f ,  dr' 3(r - r ')- V(r')(r - r') - (r - r')2V(r ') 
v ] ( r )  = - 3,---7 _ v  , , I t  - r ' l  

(4.3) 

where the subscript 8 on the integral indicates that the integral is carried 
out with the exclusion of an infinitesimally small sphere centered at r. But 
the definition (2.4) of the operator K can be written 

E(%) = K(gL). E 0 (4.4) 

Putting this and (4.1) in (4.2), and using the fact that the resulting equation 
must be true for arbitrary E0(r ), we find 

K(%) = 1 + Go" ~ x(j)K(%) (4.5) 
je% 

This is an integral equation for the operator K. It will be the basis for our 
discussion in this section. We should emphasize that it is only correct for 
inclusions that do not overlap. 

If we solve the equation (4.5) by iteration we get 

oo 1 

K(%) = ~, ~ I'I C-oX(ji) (4.6) 
l = 0  [ j ]  i =  1 

where the second sum is over all sequences [j] = [jlj2...jl] of l labels 
(counting repetitions) selected from the set 9"c; the term l = 0 corresponds 
to the identity. For example, if qg consists of the two labels 1 and 2 then, 
indicating the terms in (4.6) by the corresponding sequences, 

K ( 1 , 2 ) = 1 + ( [ 1 ] + [ 2 ] ) + ( [ 1 1 ] + [ 1 2 ] + [ 2 1 ] + [ 2 2 ] )  

+ ( [ 1 1 1 ] + [ 1 1 2 ] + [ 1 2 1 ] + [ 2 1 1 ] + [ 1 2 2 ]  

+[212]  +[221]  + [ 2 2 2 ] ) +  ' ' .  

The case where the set % consists of a single label, say 1, corresponds 
to the sum over sequences in which the label is repeated any number of 
times. If we then multiply by X(1), we get the corresponding rooted cluster 
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operator defined in (3.9). Thus 

M(1)=X(1) ~ [GoX(1)] ' 
l=0 

= X(1) + X(1)GoX(1) + - - .  (4.7) 

This result allows us to sum out all the terms in the general expression (4.6) 
corresponding to sequences in which a label is repeated more than once in 
succession, expressing the sum in terms of the single-inclusion cluster 
operator M(j). This leads to 

1 
K(%) = 1 + ~ ~] '  1-[ C-o" M(ji) (4.8) 

1=1 [jl i=1 

where the second sum is over all sequences [j] of l labels (counting 
repetitions) selected from the set % with the condition, indicated by the 
prime, that no label be repeated in succession. For example, if % consists of 
the two labels 1 and 2 then, indicating the terms in (4.8) by the correspond- 
ing sequences, 

K ( 1 , 2 ) = 1 + ( [ 1 ] + [ 2 ] ) + ( [ 1 2 ] + [ 2 1 ] ) + ( [ 1 2 1 ] + [ 2 1 2 ] ) +  . - -  

Comparing this example with the one following (4.6) we see that the 
number of terms is significantly reduced. What is more important, the 
expansion (4.6) is a (weak-coupling) perturbation expansion in powers of X, 
useful only when the dielectric constant within the inclusions is close to that 
in the medium outside, while the expansion (4.8) is a (strong-coupling) 
expansion in powers of M(ji). Since the operator M(1) acting on a given 
field produces exactly the polarization induced in a single isolated inclusion 
placed in the field with its center at R~, this expansion expresses the field in 
the presence of N inclusions in terms of the effects of single isolated 
inclusions. We call the expansion (4.8) the binary collision 5 expansion of 
K(%) because of its formal similarity with the corresponding expansion in 
statistical mechanics. (28'29) It is also called the multiple scattering expan- 
sion (3~ or the single-site expansion. (3~) 

To get the binary collision expansion of the cluster operator L we put 
the expansion (4.8) of K in the expression (3.7), which gives 

l 
L(%) = ~ ~ ] "  IX Go" M(j,) (4.9) 

l = U  [j] i=1  

5 In the original binary collision expansion the solution of the N-body problem is expressed in 
terms of the exact solution for isolated pairs of particles. In our case the "pair" corresponds 
to the inclusion and the electric field. 
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where the second sum is over all sequences [j] of l labels selected from the 
set % with the conditions, indicated by the double prime, that no label be 

repeated in succession and that every label in % occur at least once in the 
sequence. For example, 

/ (1 ,2 ,3 )=( [123]  +[132] +[213] +[231] +[312] +[321])  

+ ([1213] +[1231] + [1321] +[1312] +[1232] +[1323] 

+[2123] +[2132] +[2312] +[2321] 

+[2131] +[2313] +[3231] +[3213] +[3123] 

+[3132] +[3212] + [ 3 1 2 1 ] ) + - - .  

where again we have indicated only the sequences to which the terms 
correspond. To get this result we use (4.8) in (3.7) to yield 

oe 1 

l ( % ) =  ~, ( - -1)N-M~ "] ~-]/  I'IG0"M(ji) (4.10) 
ed/LC% 1 = 0  [j]  : 6"01L i = 1  

where the first sum is over subsets eJIL of the given set % and the third sum 
is over sequences [j] of labels selected from edlL (indicated by [j]: 9Fc) with 
the conditions that there be l labels in the sequence and that no label be 
repeated in succession. These sums can be rearranged to write 

1 

L(%) = k ~-]~' I I  Go-M(j/) ~, ( -  1) N-M (4.11) 
l =0  [j]  : % i = 1  ~-C62~LC% 

where now the second sum is over sequences of labels selected from the 
given set % and the third sum is over those subsets ~ of % which 
themselves have the subset ~, the set of labels which occur in the sequence 
[j]. This last sum is simple to evaluate if we note that the number of sets 91L 
which contain exactly M labels and which are subsets of % and have 
subset ~. is the binomial coefficient N - J  (M-J) ,  where N and J are, respectively, 
the number of labels in % and ~. Hence 

(_  1)N-M= 0, J < N (4.12) 
~-c91LC% M = J \ M  - -  J /  - 1 )N-M 1, J = N 

Using this in (4.11) we have the result (4.9). 
The binary collision expansion of the rooted cluster operator M is 

obtained by minor modification of the above arguments. The result can be 
written 

l 

M(%) = k ~-]'"M(jl) " 1-I Go" M(j;) (4.13) 
I = N  [j]  i = 2  

where N is the number of labels in the set %, which must contain the label 
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1, and the second sum is over all sequences [j] of I labels selected from the 
set % with the conditions, indicated by the triple prime, that no label be 
repeated in succession, that every label in % occur at least once, and that 
the label 1 be the first label in the sequence (i.e., j t  = 1). For example, 
indicating terms by their corresponding sequences, 

M(1;2,3) = ([123] + [132]) + ([1213] + [1231] + [1321] 

+[1312] +[1232] + [ 1 3 2 3 ] ) + . - "  

A property of the operator M(1) which is important for determining 
the behavior of the cluster operators for large separations of the inclusions 
is that it is localized. To see the meaning of this we use an expanded 
notation in which M(1) is written as an integral operator acting on an 
electrostatic field E(r), 

[ M(1). Eli(r) = f dr' M j k ( 1 ; r , r ' ) E k ( r '  ) (4.14) 
where repeated indices are summed over the three spatial directions. The 
localized property of M(1) is that 

Mjk(1;r ,r ' )=0,  if [ r - R ~ l > a  or l r ' - R ~ l > a  (4.15) 

which follows from (4.7) and the fact that X(1) vanishes outside the 
inclusion. Recalling that M(1)-E 0 is the induced polarization in the pres- 
ence of a single inclusion placed in the external field E0(r), this localized 
property is just the intuitively obvious property that the induced polariza- 
tion vanishes except within the inclusion and depends only upon the field 
E o within the inclusion. Note also that, because each term in the expansion 
(4.13) has a factor M(1) to the left, the rooted cluster operators all have the 
property that they vanish unless the field point is within the inclusion 
centered at R 1. More explicitly, using an expanded notation as in (4.13), 

M(1;2 . . . . .  s;r,r ')  = 0, if [ r - R l l  > a (4.16) 

Again, this is an expression of the intuitively obvious fact that the induced 
polarization vanishes outside the inclusion. 

This localized property of M(1) allows us to visualize the term corre- 
sponding to a given sequence in the binary collision expansion. The labels 
in the sequence indicate a localization of the field point at the correspond- 
ing inclusion and between successive labels there is a factor G O which 
"propagates" the field from one inclusion to the other. With this picture we 
can by inspection of a sequence see the behavior of the corresponding term 
for large separations of the inclusions. Thus, for example, if the labels 1 and 
2 occur successively in a sequence, and the centers R l and R 2 are widely 
separated, the localized property (4.16) and the form (4.3) of G0 tell us that 
there will be a factor of order R1~ 3 in the corresponding term. 
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The asymptotic behavior of the cluster operators for large separations 
of the inclusions can be seen with the help of this picture. Thus if we 
consider a configuration in which the inclusions are in two widely separated 
groups, corresponding to a partition of the labels into two disjoint sets B 1 
and B 2, then the sum (4.9) for I_ will be dominated by the sequences which 
involve only a single switch from one group to the other. Thus 

L(BI,B2)~L(BI).L(B2) + L(B2) �9 L(B1) + 0(Rmin 6) (4.17) 

where Rrnin is the minimum distance between the centers whose labels are 
in B l and those whose labels are in B 2. Generalizing to a configuration with 
k widely separated groups, corresponding to a partition of the labels into k 
disjoint subsets we have 

-3k  L(B, . . . . .  Bk)~ ~ L ( B , ) . . .  L(Bk) + •(Rmi . ) (4.18) 
P 

where the sum is over all permutations of the order of the cluster operators 
and Rmi n is the minimum distance between groups. Of course, by the same 
arguments, we know that the leading term in (4.18) is of order R-3(k-1) --min 
The corresponding result for the rooted cluster operator is obtained in the 
same way. We consider a configuration with k widely separated groups, a 
group containing the inclusion centered at R 1 and k - 1 other groups. With 
this configuration is associated a partition of the labels into k disjoint 
subsets with B l the subset of labels corresponding to the inclusions near R l 
and B 2, . . . ,  B k the subsets of labels corresponding to the k -  1 other 
groups. Then 

M ( B 1 , B 2 , . . . ,  B~)~M(BI) .  ~ L ( B 2 ) . . .  L(Bk) + e(Rm-i 3k ) (4.19) 

where the sum is over all permutations of the order of the cluster operators 
and Rmi n is the minimum distance between groups. 

5. REARRANGEMENT OF THE TERMS 

In the next section we will give a proof of the absolute convergence of 
the cluster integrals X s appearing in the expansion (3.18) for the electric 
susceptibility operator. Here we give some preliminary discussion of the 
form of these integrals, first introducing a shorthand notation for the terms 
in the integrands and then, after some general remarks, introducing a 
rearrangement of the terms in the integrand which will facilitate the proof. 

The terms in the integrand of X s are associated with ordered partitions 
of the labels. Explicitly, for the case s = 2 the expression (3.19) for Xs 
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becomes 

x2=f f dR, dR2In(1,2) M ( 1 ; 2 ) - n ( 1 ) n ( 2 )  M (1) .L(2) ]  (5.1) 
L (1,2) . . . .  ( 1 1 2 ) "  " j 

where we have indicated beneath each term the partition to which it 
corresponds. In the same way we write for s = 3 

X 3 = f f f d R , d R 2 d R 3 [ n ( l , 2 , L  3) M ( l ' 2 , 3 ) - n ( l , 2 ) n ( 3 )  M (1;2) 
( 1 , 2 , 3 )  ' " " " " ( 1 , 2 1 3 ) "  

- M (1) �9 L(2,3) �9 L(3) n(1)n(2,3)(112,3) 

- n ( 1 , 3 ) n ( 2 )  M (1 ;3 ) .L (2 )  
( 1 , 3 1 2 )  

+n(1)n(2)n(3) M (1)-L(2)-L(3) 
(11213) 

+n(1)n (2 )n (3 )  M ( 1 ) . L ( 3 ) . L ( 2 ) ]  (5.2) 
(11312) 

In general the integrand of X, is the sum of terms corresponding to the 
partitions of the labels into ordered disjoint subsets with the condition that 
the label 1 be in the first subset. 

The term associated with a given partition is a product of factors of 
cluster operators and partial distribution functions, each of which can be 
associated with the partition. For the cluster operators we have the asymp- 
totic estimates based on the results of the previous section. The correspond- 
ing estimates for the partial distribution functions depend upon the form of 
the distribution W(1 . . . . .  N). Here we assume this distribution is such that 
the partial distribution functions have the product property: for a configu- 
ration with k widely separated groups, corresponding to a partition of the 
labels into k disjoint subsets B1, B2 . . . . .  B k, then 

n ( n l  I B21 . . .  [Bk ) ~ n ( a l ) n ( B 2 )  . . . n(Bk ) (5.3) 

We will assume the corrections to this asymptotic estimate are negligibly 
small. This is the familiar product property of the partial distribution 
functions of a nonideal gas. (27) 

As we remarked at the end of Section 3, in analogy with the virial 
expansion for the nonideal gas, we expect that the integrand in X, should in 
some sense be irreducible, with improved convergence. To see how this 
comes about  consider first the case s = 2. Recall first that, because of the 
general property (4.15), the integration over R 1 is confined to within a 
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sphere of radius a about the field point, which is considered as fixed. We 
need therefore consider only the behavior of the R 2 integration when 112 is 
far from R 1. In this case, using the asymptotic estimates (4.19) and (5.3), 
the integrand of (5. I) becomes 

(1,2) - (1 t2)~n(1)n(2)M(1) �9 L(2) - n(1)n(2)M(1) �9 L(2) + 0(R12 6) 

(5.4) 
so the leading terms cancel and the integrand is 0(R]~6), which is abso- 
lutely convergent. Consider next the case s = 3 and the configuration in 
which 113 is far from R 2 which is close to R 1 (which in turn is within a 
radius a of the field point). Using the asymptotic estimates (4.18), (4.19), 
and (5.3), the integrand of (5.2) becomes 

(1,2,3) - (1,213) - (112,3) - (1,312) + (1 !213) + (11312) 

- n ( 1 ) n ( 2 ) n ( 3 ) M ( 1 ) . L ( 3 ) . L ( 2 )  + O(Rmi 6) (5.5) 

Thus leading terms in the asymptotic estimate do not cancel completely. On 
the other hand, this does not spoil the absolute convergence since the 
remainder is itself 0 (Rmi6). This we see since the binary collision expansion 
of the operator in the remainder consists of a single term corresponding to 
the sequence [132], 

M(1 ) .  L (3 ) .  L(2) = M(1)  �9 C-o" M(3)  - ~-o- M(2)  (5.6) 

and for configurations in which R 3 is far from R l and R 2 there will be a 
factor 0(R2~ 3) from the Go between M(3) and M(2) and a factor 0(R1-5 3) 
from the Go between M(1) and M(3). In the same way we can consider the 
other asymptotic configurations of the integrand of (5.2), that in which R 2 
is far from R 3 which is close to R l and that in which R 2 is far from R 3 and 
both are far from Rl, and show that in each case there is absolute 
convergence. These examples, which amount to a proof of the absolute 
convergence of the integrals in X 2 and X3, show the idea of the proof for 
the general case. However, they also show that in the general case we will 
need to have a systematic scheme for handling the cancellations and 
discussing the remainder. This we introduce in the rest of this section. 

Our scheme for rearranging the terms in the integrand of X s is based 
on the lattice of ordered partitions of the set of labels 1,2 . . . . .  s. This 
lattice is an arrangement of the partitions in rows according to the number 
of disjoint subsets. The first (top) row contains the partition into one subset, 
i.e., the set of labels itself; the second row contains the partitions into two 
subsets, etc. In the lattice each partition is associated with those partitions 
in the row above which are obtained by merging adjoining subsets, i.e., 
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removing a slash. Thus for s = 2, the lattice consists of two rows, 

(1,2) 

(112) 
and for s = 3, 

(1,2,3) 

(1,213) (1 [2,3) (1,312) 

(11213) 01312)  

This arrangement results in a partial ordering of the partitions (denoted by 
< ) with (B) < (B') if the partition (B') is either the same as the partition 
(B) or can be obtained from (B) by removing one or more slashes. For 
example, in the lattice for s = 3, (11213) ~< (112,3) and (112[3) < (1,2,3) 
but there is no ordering between (1 [ 213) and (1, 3 [ 2). A key identity which 
we will need in our later discussion is the following. For any two partitions 
(B) and (B') such that (B) < (B'), 

y, ( -  1)k,,_k= ( 0, (B) ~(B') (5.7) 
(~(B"~(B'~ L l, (B) = (B') 

where the sum is over the partitions (B") which can be obtained from (B) 
by removing slashes and from which (B') can be obtained by removing 
slashes, and where k = k(B) and k"= k(B") are, respectively, the row 
numbers in which (B) and (B") lie. The proof follows from the fact that 
the number of partitions in the sum which are in the k"th row is (~,S__~), the 
number of ways one can select k" - k of the k' - k slashes which must be 
removed from (B) to get (B'). The sum is therefore 

k ~ 

k"=k k" ( - 1 )  k ' -k  (1 - 1, k ' =  k (5.8) 

which is equivalent to (5.7). 
The strategy of our rearrangement is perhaps best explained by consid- 

ering first the cases s = 2 and s = 3. The integrand of (5.1) can be written in 
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the form 

n(1,2)[ (1,2,M (1 ;2 ) -M(1) .L(2 ) ]  +[n(1 ,2) -n( l ) ( lnz ) (2)]M(1) .L(2  ) 

(5.9) 

Note that each term in the rearrangement is itself associated with a 
partition of the labels. Now, however, the term associated with a given 
partition leads to an absolutely convergent integral, that associated with the 
the partition (1,2) on account of the asymptotic estimate (4.19) of the 
cluster operators and that associated with the partition (1 i2) on account of 
the product property (5.3) of the partial distribution functions. Before 
stating the general rule, we exhibit the rearrangement for the case s = 3, 
writing the integrand of (5.2) in the form 

n(1 ,2 ,3) [M(I ;2 ,3) -M(1)-  L ( 2 , 3 ) - M ( I ; 2 ) - L ( 3 ) - M ( 1 ; 3 ) . L ( 2 )  
k (1,2,3) 

+M(1) �9 L(2) �9 1_(3) + M(1) �9 L(3) �9 L(2)] 

+ [n (1 ,2 ,3 ) -  n(1,2)n(3)][ (1,2M 3)(1; 2).1_(3)- M(1) �9 L(2) �9 L(3)] 

+ [n(1,2,3) - n(1)n(2,3)] 

X I( 11M,3 ) (1). L(2,3)- M(1). k(2)- k (3) -  M(I) �9 L(3) �9 k(2)] 

+ [ n ( 1 , 2 , 3 ) - n ( 1 , 3 ) n ( 2 ) ] [  M ( I ' 3 ) . L ( 2 ) - M ( 1 ) . L ( 3 ) . L ( 2 ) ]  
(1,312) ' 

+ [n(1,2,3) - n(1)n(2, 3) - n(l ,2) (11~13)(3) + n(1)n(2)n(3)] 

X M(1). 1(2). L(3) + [ n(1, 2, 3) - n(1)n(2, 3) - n(1, 3)(11~r 2)(2) 

+ n(1)n(2)n(3)lM(1 ) �9 L(3) �9 L(2) (5.10) 

Again, the terms in the rearrangement are associated with the same 
partitions of the labels as in the original form, but now each term leads to 
an absolutely convergent integral. We can now state the general rule. The 
integrand in the expression (3.19) for X~ is rewritten in the form 

( -1 ) k - l n (B1)M(BI ) . . .  n( Bk )l-( Bk ) 
(B) 

= ~ b(BI IB2I . . .  In , , )C(Bl ln2l . . .  IBk) (5.11) 
(B) 

where on both sides the sum is over all partitions (B) = (B11B21 . . . [Bk) in'  
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the lattice of ordered partitions of s labels. The summand on the right is a 
product of a block distribution function b(B11B21... IBm) and a chain 
operator G(BIIB21... FBk). The block distribution function is the sum of 
products of partial distribution functions: 

b(BllB21... IBk)= Y~ (-1)k'-ln(B~)n(B~)...n(B~,) (5.12) 
(B') >(B) 

where the sum is over the given partition together with those partitions in 
all the rows above which can be obtained from it by removing slashes and 
k'= k(B') is the row number of (B'). Similarly the chain operator is the 
s u m  

C(B, IB2I... IBk)= Y, (-1)"-"M(B~).L(B:~)... L(B,;,) (5.13) 
(B') <(B) 

where the sum is over the given partition together with those in all the rows 
below from which it can be obtained by removing slashes. The proof of the 
general rule (5.1 1) follows from the identity (5.7) after inserting (5.12) and 
(5.13) on the right-hand side of (5.11). 

Inserting the expansion (5.1 1) in (3.19) we can write 

X, = 2 X(B) (5.14) 
(B) 

where again the sum is over the ordered partitions of the labels 1, 2 . . . .  , s 
with the condition that the label 1 be in the first subset and where 

x(e) = f . . .  fdR,.., dKb(B)C(e) (5.15) 
In the next section we show that each of these integrals is absolutely 
convergent. 

6. ABSOLUTE CONVERGENCE 

The integrand of (5.1 5) is the product of a block distribution function 
b(B) and a chain operator C(B), each associated with the partition 
(B) = (B~ [ B21. . .  IBD. To demonstrate absolute convergence of the inte- 
gral we show that for widely separated configurations the integrand van- 
ishes sufficiently rapidly, either because of the vanishing of b(B) or of 
C(B). 

First we assert that  the block distribution_ funct ion b(B)= 
b(Bl[B21... IBk) vanishes for any configuration in which the coordinates 
associated with the lab~els to the right of a given slash are widely separated 
from those associated with labels to the left. To see this we note that the 
sum (5.12) defining b(B) is over the partitions in the lattice which can be 
obtained from (B) by removing slashes. The partitions in the sum can 



156 Felderhof, Ford, and Cohen 

therefore be paired, the one having the given slash, the other in the row 
above obtained by removing the slash. For the separated configuration the 
terms corresponding to each pair cancel, since they have opposite signs 
and, on account of the product property (5.3), the same product of partial 
distribution functions appears in each. As an illustration of this result, 
b(11213 ) vanishes when 2 and 3 are near but far from 1 or when 1 and 2 
are near but far from 3; it does not vanish, however, when 1 and 3 are near 
but far from 2. 

We must now show that the chain operator C(B) = C ( B I I B ~ I  . . . [Bk) 
vanishes sufficiently rapidly for those configurations in which coordinates 
corresponding to labels w i t h i n  one of the subsets B l , B 2 . . . . .  B~ are widely 
separated. Thus C(B) will vanish when b ( B )  does not, leading to the 
absolute convergence of X(B). To show this we use the binary collision 
expansion of the chain operator, which we obtain using (4.11) and (4.13) in 
(5.13). A typical term in (5.13) can then be written 

oo 1 

M(B~) �9 L (B~) . . .  L(B[,) = ~, ~ *  M(j , )  �9 1-[ Go" M(j,) (6.1) 
l = s  [ j ]  i = 2  

where the second sum is over sequences [j] of I labels selected from the set 
1, 2 , . . . ,  s with the conditions, indicated by the asterisk, that no label be 
repeated in succession, that every label in the set occur at least once, that 
the label 1 be the first label in the sequence, and that each sequence consist 
of k' disjoint subsequences, the first chosen from the subset B~, the second 
from the subset B~ . . . .  , the kth from the subset B~,. When (6.1) is put in 
the sum (5.13) there will be a cancellation of many terms. To describe this, 
and also to characterize the terms which survive the calculation we intro- 
duce some terminology. A sequence of labels will be called r e d u c i b l e  if it 
consists of two or more disjoint subsequences, that is if it can be written as 
a sequence of labels chosen from one subset of the labels t ,2 . . . . .  s 
followed by a sequence of labels chosen from another disjoint subset. For 
example, [1213] = [121][3] is reducible while [1231] is not. A sequence which 
is not reducible will be called i r r e d u c i b l e .  Clearly the sequences in the 
expansion (6.1) are in general reducible, while the disjoint subsequences of 
labels chosen from B~, B~ . . . . .  B~, may or may not themselves be reduc- 
ible. However, when (6.1) is inserted in (5.13) we can show that the 
cancellations lead to the result 

oo 1 

c(s ,  In ) = ~ ~ f M ( j , )  �9 I-[ Go" M(ji) (6.2) 
l = s  [ j ]  i =2  

where the sum is over sequences [j] of l labels with the conditions, 
indicated by the dagger, that no label be repeated in succession, that every 
label occur at least once, that the label 1 be the first label in the sequence, 
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and that each sequence consist of k disjoint irreducible subsequences, 
the first chosen from the subset B 1 . . . . .  the last from the subset B~. 
In particular, in the binary collision expansion of the chain operator 
C( l ;2  . . . . .  s) associated with the top partition in the lattice, only irreduc- 
ible sequences occur. Thus, for example, 

C(1;2,3) = ([1231] +[1321])  

+ ([12321] + I13231] + I121311 + 113121] + [12312] 

+ [12313] + [13213] +[13212] + I121321 

+ I 1 3 1 2 3 ] ) +  �9 �9 �9 

where, again, as in Section 4, we indicate the terms by their corresponding 
sequences. 

To demonstrate the result (6.2) we note first that with a given reducible 
sequence occurring in (6.1) we can associate a unique ordered partition of 
the labels 1, 2 . . . .  , s. We do this by identifying the sets of labels in the 
successive irreducible subsequences of the given sequence with the succes- 
sive subsets of the ordered partition. For example, if s = 3, the reducible 
sequence [1213] consists of the two successive irreducible subsequences 
[121] and [3] and hence is associated with the ordered partition (12 ] 3). Now 
the reducible sequences which occur in the sum (6.1) will in general 
correspond to a partition (B ") < (B') since the constraint on the sum does 
not rule out the possibility that the k' disjoint subsequences are themselves 
reducible. On the other hand, if we fix our attention on a particular 
reducible sequence associated with the partition ( B " ) <  (B), it will occur 
exactly once in the binary collision expansion (6.1) for each partition in the 
sum (5.13) such that (B") < (B') < (B). But, from the identity (5.7), these 
terms precisely cancel when the sum over (B') is carried out. The remaining 
terms are just those given in the expansion (6.2), which is the binary 
collision expansion of the chain operator. 

We see, therefore, that the chain operator is a product of irreducible 
operators associated with each of the disjoint subsets. More explicitly, 

G(BI I B2I . - .  IBk) = O(BI) �9 G0. D(B2) �9 �9 �9 ~0" D(Bk) (6.3) 

where C(B1) has a binary collision expansion of the form (6.2) but in which 
only irreducible sequences occur, D(B2) is a similar sum over irreducible 
sequences but with no restriction as to which label is first, etc. The 
irreducible operators O and D in (6.3) may be regarded as the beads in a 
chain of beads with the Green's function propagators G0 as the links. The 
irreducible property of the beads means that for any configuration in which 
there is a wide separation of inclusions corresponding to labels within a 
bead, there must be at least two factors of ~o linking the separated 
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inclusions. As a consequence the chain operator will vanish as the inverse 
sixth power of the separation, leading to absolute convergence. On the 
other hand, for configurations in which there are wide separations corre- 
sponding to the links between the beads the chain operators only vanish as 
the inverse cube of the separation, but for exactly these configurations the 
corresponding block distribution function vanishes. Hence the product 
occurring in the integrand of (5.15) vanishes sufficiently rapidly for all 
configurations and the integral is absolutely convergent. 

7. EFFECTIVE DIELECTRIC CONSTANT 

In this section our aim is to give an expansion for the effective 
dielectric constant e* of the system. We do this by first using the assump- 
tion of spatial homogeneity of the distribution of inclusions to obtain an 
expression for the effective dielectric susceptibility tensor, which relates the 
average polarization to the average electric field. We then use (2.14) to 
identify the effective dielectric tensor. Finally, specializing to the case of a 
uniform applied field and an isotropic as well as homogeneous distribution 
of inclusions, we obtain the desired expression for e*. 

Assuming then that the distribution of inclusions is spatially homoge- 
neous, the susceptibility relation (2.15) will be invariant under spatial 
translations, i.e., the susceptibility kernel will be of the form 

X/k(r,r' ) = Xjl,(r - r') (7.1) 

In this case it is appropriate to introduce the spatial Fourier transform of 
the fields, writing 

(E(r)) = f dq exp( iq  �9 r)<Eq> 
(7.2) 

(P(r)) = f dq exp(iq- r) <P.> 

etc. Using (7.1) the susceptibility relation (2.15) can then be written 

<Pq> = x*(q) .<Eq> (7.3) 

where x*(q) is the effective susceptibility tensor. To get an expression for 
x*(q) we first form the Fourier transform of the susceptibility relation (2.15) 
to write 

1 fdq,(qlXlq,)<E,q) (7.4) <v~>- (2~)~ 

where 

(qlXlq')=_f dr f dr'exp(,iq.r)X(r,r')exp(iq'.r') (7.5) 
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Using the expansion (5.15) in the sum (3.18) for X, we can write 
oo 

1 faR, aI  b(B)(qlC(B)Iq') (qlXiq')=s=,E (s 1)! " ' "  

(7.6) 

Now, the block distribution functions b(B) have the translation invariance 
property of the underlying distribution of inclusions. Specifically, this 
means in (7.6) that b(B) depends only upon the coordinates R 2 - R1, R 3 - 
R l . . . . .  R s -  R 1 of the inclusions relative to the coordinate R I. On the 
other hand, translating the inclusion centered at R 1 to the origin, we can 
write 

(qlC(B)lq') = exp[i(q'  - q) �9 R,](qI{C(B))I~j_,RF~,Iq' ) (7.7) 

where on the right the chain operator depends only upon the coordinates of 
the inclusions relative to R,. Putting this in (7.6), the R, integration gives 

f dR, exp[ i(q' - q).  R l ] = ( 2 q g ) 3 8 ( q  t - -  q )  (7.8) 

and (7.4) takes the form (7.3) with 
oo  

1 (~,s)f . .  " f d R 2  " dR,{b(B)(qlC(B)lq)}. ,= ~ x*(q)=s=,Z (s 1)! "" 

(7.9) 

Next, we form the Fourier transform of (2.14) and use (7.3) to write 

(Dq) = r �9 (Eq) (7.10) 

where 

,*(q) = q l  + 4rrx*(q ) (7.11) 

is the effective dielectric tensor. If, as is generally the case, the distribution 
of inclusions is isotropic as well as homogeneous, the relation (7.10) must 
be invariant under spatial rotations as well as translations. This means that 
the effective dielectric tensor must be of the form 

'*(q) = ~l* (q)qq +,*(q)(1  - ~ )  (7.12) 

where ~l* and ~* are the longitudinal and transverse dielectric constants, 
respectively, and ~ = q/q. In our case of an electrostatic field for which 

curl(E) = 0, or ~ • (Eq) = 0 (7.13) 

only the longitudinal dielectric constant remains in (7.10). 
We come now to the question of when the' q-dependence of the 

dielectric tensor is important. The answer depends upon the form of the 
distribution of inclusions and to some extent on the nature of the inclusions 
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themselves. At low densities, if the correlation length of the impurity 
distribution is of the order of the radius a of an impurity, low q means 
qa << 1. For many applications this will be the case and we can then set 
q = 0 in the above expressions. This corresponds to assuming the mean 
field (E)  is uniform and in that case 

c*(0) = e*l (7.14) 

since el*(0 ) = e*(0) ---- E*. Using (7.9) in (7.11) and setting q = 0, we find our 
desired expansion for e*: 

OC 

f dR2.., dR., b(B )(01G(B )10) 

(7.15) 

where b(B) is given by (5.12) and G(B) by (5.13). In (7.15) there is no need 
to set R 1 = 0, since the integrals are independent of R 1 . 

We conclude by writing out more explicitly the first few terms in the 
expansion (7.15). We have already seen that the term s = 1 is given by 
(3.22). Using this we write 

e*l = (q  + 4~rna)l 

+ 4, f dR2n(1,2)(0 t M(1, 2) - M(1)- 1_(2) 10 ) 

+47rfdRz[n(1,2)- n(1)n(2)] (OlM(1) ,  t.(2)lO) + . - .  (7.16) 

8. RELATION WITH VIRIAL EXPANSIONS IN STATISTICAL 
MECHANICS 

The formalism we have introduced based on a continuum picture of 
the medium applies as well to the problem of the dielectric response of a 
nonideal gas of polarizable molecules. If we set the dielectric constant q of 
the background medium equal to unity, then the inclusions may be consid- 
ered as a gas of spherical molecules in a vacuum. Within the framework of 
classical equilibrium statistical mechanics, the probability distribution 
W(1 . . . . .  N)  introduced in Section 2 is then given by 

W(1 . . . . .  N )  = exp - /~s Q(V, T,N) (8.1) 
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where V(1 . . . . .  N)  is the total intermolecular potential energy and 

. . . .  1 (8.2) 
�9 " j 

is the configuration integral for the canonical ensemble. There are a 
number of restrictions associated with ,this identification. The first is that 
we consider only the linear response. For intense electric fields there will be 
nonlinearities which, in part, can be associated with field-induced changes 
in the distribution (8.1). The second restriction is the nonoverlap require- 
ment (2.10). This implies a molecular model with a hard-core radius a, 
inside which the polarizability of the molecule is confined. More explicitly 
this means that when an isolated molecule is placed in an arbitrary applied 
electric field, the induced polarization must vanish outside of a. There can, 
of course, be additional (van der Waals) intermolecular forces outside a. A 
third restriction is that the molecular polarizability is intrinsic: it is not 
affected by the presence of other molecules. 

Within the framework of equilibrium statistical mechanics expressions 
have been derived by a number of authors for the so-called dielectric virial 
coefficients, (32~ defined as the coefficients in the density expansion of the 
Clausius-Mossotti function (c* - 1)/(c* + 2). In our formalism this expan- 
sion can be obtained from the expansion (3.12) of the average polarization. 
If we assume the sample is spherical in shape and the applied field E 0 is 
uniform, then from elementary electrostatics we know that the field within 
the sample is uniform, given by 

3 E0 (spherical sample) (8.3) (E)  - c* + 2 

But the average polarization and the  field within the sample are in general 
related by 

c * -  1 
( a ) -  4--~ (E)  (8.4) 

Using these two relations in (3.12) we find for a spherical sample 

oo 

1 
E*~* -- 1 E~ = -~3-~ s__~l ( s 2  = - l), 

• fdR,.., dR.n(l ..... s)M(l;2 s)-E 0 

(8.5) 
Since the distribution of molecules within the sample is homogeneous we 
may, as in Section 7, replace the R 1 integration by an integration over the 
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field point at fixed R x. Then, using the notation of Section 7, we may 
effectively cancel E 0 and write (8.5) in the alternate form: 

c * - I  1 = _ ~  ~ 1 f f d R 2 . . .  dR~n(1 s) 
e ' T 2  s=, ( s - 1 ) ! a ' ' ' a  . . . . .  

• (0 1M(1; 2 . . . . .  s) 10 ) (8.6) 

The coefficients in this expansion are strictly speaking not the dielectric 
virial coefficients. These would be obtained by expanding the partial 
distribution functions in powers of the density, using the welt-known virial 
expansions for the nonideal gas, and rearranging (27) according to powers of 
n. 

The shape dependence of the result (8.6) is seen in ~t dramatic way if 
one applies the arguments of the preceding paragraph to a sample in the 
form of a plane slab. The result is an expansion of the function (e* - 1) 
/3~*, different from the Clausius-Mossotti function, with however a right- 
hand side which is formally identical with the z z  component of the 
right-hand side of (8.6), if the slab is perpendicular to the z direction. The 
two expansions must give the same result for e* when carried out for the 
appropriate sample shape, since our expansion (7.15) ensures the existence 
of a shape-independent e*. 

The earlier formulations of Buckingham and Pople (~~ and Mandel 
and Mazur (33) are equivalent to the expansion (8.6) with the canonical 
distribution (8.1). Later formulations by Hill, (11) Kaufman and Watson, (lz) 
and Isihara (13' 14) lead to the same expansion but employ the grand canoni- 
cal ensemble either in classical or quantum statistical mechanics to replace 
(8.1). In these calculations the molecules are generally treated as being 
electrically pointlike, having only a dipole polarizability, although refine- 
ments including quadrupole corrections have appeared. (34-36) 

9. DISCUSSION 

We have derived a cluster expansion for the electrical susceptibility 
kernel of a dielectric suspension and have shown that it can be written as a 
sum of cluster integrals, each of which is absolutely convergent. As a 
consequence, in the bulk of a large sample there is a well-defined dielectric 
constant which is independent of the shape of the sample. We have shown 
the relation to previous virial expansions in statistical mechanics, which 
involved cluster integrals which are only conditionally convergent. 

In following papers we shall further analyze the cluster expansion. In 
particular we shall show that our second-order integral is equivalent to 
Finkel'berg's ~2~ and Jeffrey's (21) and we shall also make a comparison with 
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Jeffrey's higher-order terms. (23) Furthermore it will be shown how to make 
a selection of terms which leads to the Clausius-Mossotti  formula and how 
to obtain corrections to that formula. 

In conclusion we note that our formalism is quite general and can be 
applied with minor modifications to multicomponent systems and to non- 
spherical particles. Also many other transport problems in disordered 
systems can be treated with the same method. 
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